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ARTIFICIAL INTELLIGENCE AS A BASIC PROBLEM WHEN 

IMPLEMENTING AUTONOMOUS VEHICLE TECHNOLOGY IN 

EVERYDAY LIFE 
 

Summary. Innovative technologies that use artificial intelligence in transport 

solutions recently emerging around the world include, among others issues of 

autonomous vehicle driving. The use of autonomous vehicle technology affects the 

issues of civil liability (liability and insurance), road safety, natural environment 

(energy efficiency, renewable energy sources), data (access, exchange, protection, 

privacy), IT infrastructure (effective and reliable communication), employment 

(creation and loss of jobs, training of truck drivers in the use of automated vehicles). 

The development of new technologies related to artificial intelligence, including 

autonomous vehicles, generates inevitable changes in law, economy and society. It 

is inevitable due to the fact that autonomy is undoubtedly a means to achieve the 

goal of improving the efficiency sought in every area of life. The article presents 

arguments confirming the thesis that the basic factor inhibiting the implementation 

of autonomous vehicle technology is the problem of artificial intelligence, 

including its definition and legal regulation. 
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1. INTRODUCTION 

 

In his actions, man has always tried to set new challenges for himself, forcing him to think 

innovatively and visionary. One of them was to create a vehicle that would move independently, 

without any human intervention. The idea behind this goal was broadly understood security. 

Vehicles of this type could, for example, independently transport hazardous materials or move 

in environments that pose a threat to human life [1].  

Therefore, the topic of autonomy, including all types of vehicles, is particularly related to 

military matters. It was in this matter that the first ideas and research appeared, and financial 

resources were invested. History shows that the results of such research were often made public 

only after several years, and then used for non-military purposes. 

The analysis carried out confirms the thesis that military needs were the greatest motivation 

for the development of technologies enabling the creation of vehicles that require only limited 

human intervention in their operation, or even no intervention at all. We can also indicate the 

activities of a military organization that directly contributed to the development of autonomous 

cars. 

In 2003, the American government agency dealing with the development of military 

technology – DARPA (Defense Advanced Research Projects Agency) announced a competition 

aimed at designing an autonomous vehicle [2]. The detailed guidelines state that the vehicle 

should independently cover a distance of approximately 250 kilometers in less than 10 hours. 

The route was set in the Mojave Desert, located mostly in California, but also in the states of 

Utah, Nevada and Arizona, and in the southern part of the Great Basin in the USA. The award 

of one million dollars was approved by the Congress of the United States of America. The 

competition took place on March 13, 2004, called Grand Challenge. Unfortunately, neither 

team successfully completed the designated route from Barstow, California to Primm, Nevada. 

The closest to victory was the vehicle called Sandstorm, based on the Humvee military vehicle. 

It was equipped with four lidars – allowing distance determination using a laser beam, one radar 

– using radio waves, two cameras, an inertial navigation system and a GPS satellite navigation 

system. It traveled a relatively short distance of approximately 12 kilometers. Ultimately, the 

main prize was not awarded [3]. 

The next year, the winning car called Stanley, based on the Volkswagen Touareg, completed 

the route in 6 hours and 54 minutes. A total of four vehicles managed to overcome the required 

distance. The car was equipped with five laser sensors, radar, camera, inertial navigation system 

and GPS [4]. 

In the next edition, the race organizers introduced difficulties for its participants. The race 

took place in simulated urban traffic at a military base in Victorville, California. The cars had 

to obey California traffic rules, be able to cope with adverse weather conditions such as fog and 

rain, and function in the absence of GPS reception. The maximum stopping time was set at 10 

seconds. In addition, the vehicles had to be able to perform turning and parking maneuvers, and 

no collisions could occur during the competition. The name of the competition, due to its new 

nature, was changed to Urban Challenge. The winner covered a route of approximately 95 

kilometers in 4 hours and 10 minutes. It was a car called Boss, based on the Chevrolet Tahoe 

and equipped with four lidars, radar, camera, and GPS [5]. 

Looking at the history of the development of autonomy in transport, in addition to the 

activities undertaken by military-related institutions, we should not forget about the significant 

contribution of civilian visionaries. One of such people is undoubtedly Elon Musk, known as 

the co-founder of Tesla, a leader in implementing the concept of autonomy in cars. 
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In late 2014, the company began equipping the Model S with hardware that can automate 

some steering, braking and acceleration functions. Work on implementing the first Autopilot 

functions is beginning. Just a year later, the car is equipped with a working Autopilot function, 

which combines adaptive cruise control that allows driving at a specific speed and a system that 

allows the vehicle to stay in the lane marked by painted lines on the road. It was not yet a 

solution enabling autonomous driving, and vehicle control was still in the hands of a human 

driver. However, it provided the basis for further gradual implementation of innovative 

technology [6]. 

Analysis of the current situation indicates that it is technically possible to introduce 

autonomous vehicles on public roads, or it is close to that. However, a visible problem arises in 

the legal system surrounding this technology. Deficiencies in the relevant legal regulations 

hinder and often prevent this possibility. 

 

 

2. ARTIFICIAL INTELLIGENCE AS A TOOL TO SUPERVISE THE OPERATION 

OF AUTONOMOUS MEANS OF TRANSPORT 

 

Regardless of the type of autonomous vehicle, the most important part is the one that is 

responsible for its control without external human participation. To make this possible, you 

need to use one of the tools belonging to the group of methods called “artificial intelligence”. 

People have been interested in artificial intelligence for many years, both in the field of 

broadly understood entertainment – creating films and fantasy literature on this topic, as well 

as in science – both in the disciplines of engineering, technical and medical sciences, but also 

in the social and humanities. The first scientific journal exclusively devoted to artificial 

intelligence was “Artificial Intelligence” (ISSN: 0004-3702), created in 1970 and still published 

by Elsevier. In legal sciences, a similar journal appeared more than twenty years later – in 1992, 

called “Artificial Intelligence and the Law” (ISSN: 0924-8463) and is still published by 

Springer [7]. 

The statement “artificial intelligence” clearly refers to the concept of intelligence. Whether 

we are talking about machines or people, the term can be vague. It is of interest to psychologists, 

biologists, and neurobiologists. In the case of people involved in artificial intelligence research, 

the concept of rationality is mainly used. It refers to the ability to choose the best action that 

must be taken in order to achieve the intended goal. The given criteria and available resources 

should be considered here. Rationality is not the only component of intelligence, but it is an 

important part of it [8]. It is noted that artificial intelligence at today's level has the 

characteristics of rational thinking, which means not only copying and imitating human 

behavior, but also fully autonomous operation. Therefore, it can be assumed that artificial 

intelligence is humanocentric [9]. 

The concept of intelligence itself can be understood as the ability to achieve complex goals 

using knowledge and skills [10]. The following stand out [9]: 

- narrow intelligence – enables the achievement of a specific goal; 

- general intelligence – enables the achievement of any goal; 

- universal intelligence – allows you to gain general intelligence thanks to data and resources; 

- superintelligence – general intelligence exceeding the normal human level. 

 

The term “intelligence” has been defined in various ways by famous scientists as a skill [11]: 

- abstract thinking (according to Terman L.M.); 

- learning and adapting to the environment (according to Colvin S.S.); 
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- adapting to a new situation (according to Pintner R.); 

- acquiring new skills (according to Woodrow H.); 

- learning and generating profit based on your own experiences (according to Dearborn W.F.). 

 

It is assumed that the term “artificial intelligence” was probably first used by John McCarthy 

at a conference in Dartmouth in 1955 [12]. In his statement, he referred to the design of 

machines that operate similarly to manifestations of human intelligence. With this statement, 

he called the science and engineering of building intelligent machines. In later years, he 

formalized the definition of artificial intelligence as the science and engineering of creating 

intelligent machines, especially intelligent computer programs. This is related to the similar 

task of understanding human intelligence using computers, but artificial intelligence does not 

have to be limited to biologically observable methods [13]. 

In the following decades, artificial intelligence developed in fits and starts, with periods of 

rapid progress interspersed with stagnation [14]. The following years brought the emergence of 

forecasts regarding the future of systems using artificial intelligence, including that [15]: 

- by the end of the 20th century, computers will emulate human intelligence in a way that 

makes it impossible to distinguish a machine from a human (Alan Turing, 1950 [16]); 

- within 10 years, intelligent machines will be created in Japan (Ministry of International 

Trade and Industry, “Knowledge Information Processing Systems (KIPS)” program, 1982 

[17]); 

- over a period of 20 years, machines will gain emotions, desires, fears, love, and pride 

(Rodney Brooks, 2002 [18]). 

 

It should be noted that, nowadays, this concept is often used mainly for marketing purposes, 

as an added value to a product or service, influencing consumer choices [15]. There is also a 

visible tendency to abuse this nomenclature for products to which this concept should not apply. 

Some of the designed systems may give the impression of being “intelligent”, but in fact they 

are based on a sequence of programming commands previously saved by the programmer, and 

at the same time there is no influence of the history of the system's operation and the acquired 

new data on the method of operation [19]. 

The most frequently cited definition of artificial intelligence – derived directly from Turing's 

analyzes – defines it as the ability of a machine to imitate or imitate human intelligence [19]. 

Instead of defining what artificial intelligence is, you can define what its purpose is. This 

includes activities such as reasoning, associating, or selecting information. All this is intended 

to automate human activities and intellectual activities [20]. 

There are two concepts of artificial intelligence: 

- strong artificial intelligence; 

- weak artificial intelligence. 

 

Strong artificial intelligence is also called artificial general intelligence, and human-level 

artificial intelligence. On the other hand, weak artificial intelligence is also referred to as 

artificial narrow intelligence [24]. One may also come across the term model, where the first 

one is the connectionist model (so-called “bottom up”) and the second one is the classic one 

(so-called “top down”) [22]. The difference between them is the data that can be processed by 

an autonomous system. 

The first of the above-mentioned types of artificial intelligence is able to perform any task 

at a level no worse than that achievable by a human [10]. It can also learn to the greatest extent 

possible, and during the operation of this type of system, a mental phenomenon called thinking 
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or understanding may arise [23]. It is also characterized by self-awareness and self-knowledge 

[24]. Furthermore, it is also defined as the ability to think “truly”, i.e., thinking unsimulated and 

connected with the awareness of one's existence [25]. From a philosophical perspective, 

“thinking” itself – similarly to speaking out loud or writing answers on paper with a pen – can 

be called symbolic reasoning [22]. 

In turn, the second type of artificial intelligence enables the performance of only precisely 

specified tasks [9]. It can be compared to a computer with intelligent behavior [26]. When 

considering the difference between the mentioned types of artificial intelligence, it is indicated 

that it is quantitative rather than qualitative. This means that technology must be developed in 

an evolutionary manner, not in leaps and bounds [27]. 

According to information presented on the European Parliament website [28], artificial 

intelligence is the ability of machines to demonstrate human skills in the form of reasoning, 

learning, planning and creativity. It gives the technical systems based on it the opportunity to 

observe the environment, deal with what they observe, and solve tasks to achieve the intended 

goal. Systems using artificial intelligence can adjust their operation to a certain extent by 

analyzing the effects of previously undertaken actions and implementing them autonomously. 

 

 

3. CHALLENGES REGARDING THE USE OF ARTIFICIAL INTELLIGENCE IN 

AUTONOMOUS VEHICLES 

 

It was noted that the risk of using artificial intelligence should not be a factor inhibiting the 

development of this technology and innovative research related to it. However, efforts should 

be made to anchor new technologies in human rights and accepted moral and ethical values and 

principles. At the end of 2019, the UNESCO General Conference decided to develop ethical 

standards for artificial intelligence. The recommendations developed were published in 2022 

[29]. Their goal was to provide the basis for artificial intelligence systems to work for the good 

of humans and the natural environment, while preventing harm. They were also intended to 

stimulate their peaceful use. In its recommendations, UNESCO presents an artificial 

intelligence system as a system that enables the processing of data and information in a way 

that resembles intelligent behavior. Its operation includes processes such as reasoning, learning, 

perceiving, predicting, planning, and controlling. It is pointed out that artificial intelligence 

systems: 

- integrate models and algorithms, providing the opportunity to learn and perform tasks 

enabling prediction and decision-making in real and virtual environments; 

- enable operation with varying degrees of autonomy through modeling, knowledge 

representation, and the use of data and correlation calculations; 

- include machine learning (deep learning and reinforcement learning), machine reasoning 

(planning, scheduling, knowledge representation and inference, search and optimization); 

- can be used in cyberphysical systems (Internet of Things, robotic system, social robotics, 

human-computer interface), including control, perception, processing of data collected by 

sensors, operation of actuators; 

- throughout their life cycle (research, design, development, implementation, use, 

maintenance, operation, trade, financing, monitoring, evaluation, validation, end-of-life, 

dismantling) should consider ethical issues; 

- they imply new ethical challenges (impact on decision-making, employment and work, 

social interactions, health care, education, media, access to information, digital divide, 

personal data and consumer protection, environment, democracy, rule of law, security and 



54 P. Czech 

 

policing, rights of human being, freedom of expression, privacy); 

- they may strengthen existing prejudices, forms of discrimination and stereotypes; 

- are able to perform tasks previously reserved only for living beings and even limited only to 

humans; 

- constitute a new role in human practices and society, and in relations with the natural 

environment; 

- create a new context for children and young people while growing up, developing the ability 

to understand the world and themselves, critically understanding the media and the 

information conveyed in them, learning to make decisions; 

- in the long term, they may pose a challenge to the human sense of experience and agency, 

raising concerns related to, among others, with human self-understanding, social, cultural 

and environmental interactions, autonomy, agency, value, and dignity. 

 

The development of legal regulations regarding artificial intelligence is undoubtedly a 

difficult task. Excessive regulation may lead to the suppression of innovation, while 

underregulation may lead to serious damage to citizens' rights and loss of opportunities to shape 

the future of European society [30]. 

It is worth noting that for the first time in history, responsibility for human life may be 

entrusted to machines operating autonomously without direct human supervision [31]. When it 

comes to autonomous vehicles, this raises controversy regarding ethical responsibility for the 

health and life of people participating in road traffic. It is noted that people act morally, are able 

to draw conclusions and take responsibility. Machines, on the other hand, are unable to 

understand the concept of morality, which results in the inability to bear responsibility under 

civil and criminal law [32]. 

It is indicated that the operation of artificial intelligence will be mathematical and logical if 

the applicable legal system is clear and consistent [33]. 

The use of artificial intelligence methods generates legal risk involving unpredictability. It 

increases as the technology itself develops [34]. As a result, damage may occur and the users 

or producers of a given technology may have to bear legal liability [35]. The question arises 

here, who should be liable for damage resulting from the operation of systems using artificial 

intelligence. In this matter, [12] is mentioned: 

- creators of artificial intelligence systems in the person of programmers and producers of 

such systems, as well as people involved in training these systems; 

- people installing artificial intelligence software on specific devices; 

- producers of devices containing artificial intelligence systems; 

- owners of artificial intelligence devices; 

- entities using systems with artificial intelligence as part of their business activity; 

- users and consumers of artificial intelligence systems that are used for private purposes. 

 

It is worth pointing out here that due to the characteristics of the structure and operation of 

artificial intelligence systems, proving a specific error of such systems and indicating the cause 

and effect relationship is very difficult or even impossible. This feature is reflected in the often 

used description of artificial intelligence systems as “black boxes”. 

It is noted that when designing provisions on liability in the case of the use of systems based 

on artificial intelligence, the interest of the person responsible for the system should be 

particularly taken into account. This is extremely important in relation to innovative systems 

and the resulting product liability [36]. In the case of autonomous systems, there is an increase 

in the importance of product liability regulations [37]. A situation in which only one person is 



Artificial intelligence as a basic problem…  55. 

 

responsible for the entire risk may lead to reluctance to introduce innovations. This in turn will 

have an adverse impact on the public interest [38]. Currently, there is support for the view that 

the greater the risk of using a given autonomous system, the stricter the liability mechanism 

should be used [26]. This method of proceeding should be treated as an attempt to reconcile the 

protection of fundamental rights with the need to develop innovative technologies [39]. 

Currently, there are no norms of international law that organize the issues of artificial 

intelligence in a comprehensive and comprehensive manner. However, the authors in [26] point 

out the possibility of directly applying existing legal regulations to assess the operation of 

artificial intelligence. Such regulations include regulations regarding: 

- human rights; 

- consumer protection; 

- personal data; 

- intellectual property; 

- civil liability; 

- competition. 

 

At the same time, however, it is postulated to develop a special legal regime based on the 

risk principle regarding liability for damages [40]. 

In 2020, during the debate on civil liability for artificial intelligence, a consensus emerged 

that the European Union's approach should be based on a combination of strict liability and 

fault-based liability rules [41]. In the first case, a person may be liable for the damage despite 

the lack of fault, which in the second case is a necessary condition for liability to exist. Strict 

liability may, for example, result from the fact of using a vehicle or from an action that he 

cannot control – as is the case with an animal owner. 

According to [41], strict liability is a general presumption in most European legal systems, 

while strict liability provisions constitute a narrow set of exceptions. The document presents an 

analysis of selected European national legal systems in terms of provisions regarding strict 

liability. Existing differences can have a significant – even “dramatic” – impact on those 

affected. An example is road accidents. In such cases, the different levels of protection in 

national legal systems may be crucial for the injured party and their relatives. 

The analysis of the issue of artificial intelligence in private international law allows the 

following conclusions to be presented [42]: 

- due to the complexity of legal events related to artificial intelligence, it is impossible to 

define a general statute of artificial intelligence; 

- conflict rules do not serve to legalize or outlaw, they do not decide on the legal consequences 

of the use of artificial intelligence, and they do not compare or evaluate legal systems or 

discriminate against foreign legal regulations related to artificial intelligence; 

- conflict rules indicate only the applicable law; 

- the lack of reference to artificial intelligence in the regulations does not imply a statement 

about a real (structural) gap – a specific loophole in the law or a technical gap, at most an 

apparent (axiological) gap; 

- if there is no reference to artificial intelligence in the regulations, qualifying efforts are made 

to indicate the concepts defining the conflict rule; 

- the occurrence of a situation regarding artificial intelligence does not automatically trigger 

the law applicable at the seat of the authority adjudicating in a given case, but it is possible 

to use foreign law, as well as the public policy clause – i.e., exclusion of the application of 

foreign law indicated by the conflict rule in the event of the possibility of an effect contrary 

to the fundamental principles of public order legal state; 



56 P. Czech 

 

- when applying conflict rules, the selection of connecting factors should provide a 

compromise between legal certainty and the need to look for a law that most faithfully 

reflects the analyzed relationship; 

- indication of the personal statute of artificial intelligence does not automatically define its 

existence and legal personality; 

- in specific cases, it is worth determining the affiliation of artificial intelligence to a given 

country based on existing ties; 

- the possibility of applying foreign law in matters related to artificial intelligence should not 

be automatically rejected. 

 

It is important to note that the responsibility must rest with the human, not the artificial 

intelligence itself. It should depend on the level of autonomy of the system using artificial 

intelligence, the duration of the learning process, or the ability to self-learn. The larger the 

systems are, the greater the responsibility of the person conducting the teaching process. 

However, it should be noted that the concepts of system skills resulting from the learning 

process and system skills resulting from the self-learning process are not the same. 

A possible solution is the introduction of compulsory insurance, similar to the civil liability 

insurance of car owners. However, such insurance cannot have the character of currently used 

insurance against road accidents, which considers human actions and erroneous decisions. In 

this case, it is recommended to take into account all possible liability in the chain. A system of 

mandatory insurance against potential damage may apply to manufacturers and/or owners of 

systems using artificial intelligence. The created insurance system can be additionally expanded 

with a special fund enabling compensation for damage in cases not covered by insurance. 

In the case of autonomous vehicles, the introduction of a special insurance fund is suggested 

[43]. It is possible that manufacturers of vehicles and the software implemented in them may 

participate in this project due to the fact that their errors cause the risk of failure and, 

consequently, damage. However, the imposition of responsibility for issues related to the 

operation of autonomous systems, for example for carrying out the necessary update of the 

implemented software, is an open issue. 

Producers, developers, owners, or users of systems using artificial intelligence should also 

consider the possibility of limiting their liability when they pay contributions to a compensation 

fund or take out joint insurance to provide compensation in the event of damage. The created 

fund may be general, covering all systems using artificial intelligence, or individual for a 

category of systems. The obligation to pay the premium may be one-off – for example, when 

the system is introduced to sale, or periodic – throughout the product's life cycle. 

 

 

6. CONCLUSIONS 

 

It is indicated that systems using artificial intelligence begin to act randomly when a situation 

beyond the scope of their operation occurs. This also happens when there is no solution. The 

system automatically begins to act beyond its competence, resembling a man gone mad. Even 

the appearance of small errors in operation, due to their repeated occurrence, can lead to 

irrational and unstoppable behavior. Therefore, it is necessary to build complex security 

measures before such a situation occurs [44]. 

The civil liability structure applicable to a traditional (non-autonomous) car appears to be 

appropriate also in the case of autonomous vehicles. This thesis can be put forward due to the 

similarity between both cases – traditional and autonomous. In both cases, despite the lack of 
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control over the vehicle, the insurance holder has civil liability for the events that occurred. For 

example, in the case of a traditional car, there may be a situation where its owner did not even 

participate in the event causing the damage and will bear its consequences. In such a case, 

similarly to the situation for autonomous vehicles, it will not have any impact on the driver of 

the vehicle involved in the road incident. Such a situation may arise, for example, when the 

vehicle is driven by a co-owner or a person who is an employee of the vehicle owner [45]. 

The manufacturer of the autonomous car is also pointed out as responsible for the resulting 

damage [30]. However, such an approach only constitutes a change of the responsible entity, 

without affecting the concept of responsibility itself [45]. 

When analyzing the operation of artificial intelligence, it should be remembered that it is the 

result of intellectual work consisting in developing an algorithm and implementing it into a 

computer program [46]. Additionally, it was ordered, invented, developed, implemented, used, 

changed, etc. – all by humans. 
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